In Silico *Geobacter sulfurreducens* Metabolism and Its Representation in Reactive Transport Models
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Microbial activity governs elemental cycling and the transformation of many anthropogenic substances in aqueous environments. Through the development of a dynamic cell model of the well-characterized, versatile, and abundant *Geobacter sulfurreducens*, we showed that a kinetic representation of key components of cell metabolism matched microbial growth dynamics observed in chemostat experiments under various environmental conditions and led to results similar to those from a comprehensive flux balance model. Coupling the kinetic cell model to its environment by expressing substrate uptake rates depending on intra- and extracellular substrate concentrations, two-dimensional reactive transport simulations of an aquifer were performed. They illustrated that a proper representation of growth efficiency as a function of substrate availability is a determining factor for the spatial distribution of microbial populations in a porous medium. It was shown that simplified model representations of microbial dynamics in the subsurface that only depended on extracellular conditions could be derived by properly parameterizing emerging properties of the kinetic cell model.

Microbes control the breakdown of organic matter in low-temperature subsurface environments. Their activities affect the physicochemical nature of the local environment, drive elemental cycling, and determine the fate of many contaminants (9, 49). Effects can be direct (for example, by altering the local chemical composition through the utilization of substrates and terminal electron acceptors for energy production and growth or cometabolism) or indirect (for example, by affecting the presence and the chemical nature of solid iron phases, which determines sorption and coprecipitation of transition metals and contaminants) (4, 6, 17, 51). In addition, hydrological factors such as groundwater flow patterns and velocities can impact cell metabolism through nutrient delivery, with possible feedbacks through bioclogging (46).

To predict how bacteria regulate their activity and grow in situ, it is necessary to quantitatively understand the complex and dynamic interactions between the numerous concurrent biogeochemical processes involved, which requires the use of mathematical models. While subsurface reactive transport models generally contain a comparatively sound description of the physical transport processes (3, 34), they often do not explicitly account for the dynamics of microbial populations that mitigate the majority of biogeochemical processes (18, 48). When included, microbes are typically represented as functional groups, with growth dynamics depending linearly on substrate availability or following Monod kinetics (27, 38, 44), an approach that has been successful in describing geochemical contaminant plume dynamics (7). However, lacking a realistic representation of microbial metabolism, such models are limited in their capability of reflecting microbial dynamics and forecasting the response to changing environmental conditions, which restricts their predictive power at the macroscale and their usefulness, for example, in the assessment of conditions that optimize in situ bioremediation (22).

With the advent of genome sequencing, over the last decade, the biological revolution has led to the characterization of cellular metabolic networks and to the development of mathematical models at the cell scale (41), ranging from descriptions of network topology (20, 45) to constraint-based models for different organisms (13, 33, 42) and fully kinetic approaches (e.g., see references 2, 30, and 50). Integration of such models of environmentally important groups of bacteria in reactive transport simulations would clearly benefit forecasting biogeochemical responses to changing macroscopic conditions. The gammaproteobacteria *Geobacteraceae* constitute such an abundant and environmentally important group in both pristine and contaminated sediment environments (22). *Geobacter* species are metabolically diverse and can grow with numerous electron donors and acceptors, including acetate or H$_2$, and Fe(III), fumarate, or malate, respectively (8, 23). They have been shown to be enriched when Fe(III) reduction is promoted (25), converting the soluble form to the insoluble form and effectively removing the uranium from the groundwater (51). *Geobacter* species are metabolically diverse and can grow with numerous electron donors and acceptors, including acetate or H$_2$, and Fe(III), fumarate, or malate, respectively (8, 23). They have been shown to be enriched when Fe(III) reduction is promoted (25), converting the soluble form to the insoluble form and effectively removing the uranium from the groundwater (51). *Geobacter* species are metabolically diverse and can grow with numerous electron donors and acceptors, including acetate or H$_2$, and Fe(III), fumarate, or malate, respectively (8, 23). They have been shown to be enriched when Fe(III) reduction is promoted (25), converting the soluble form to the insoluble form and effectively removing the uranium from the groundwater (51). *Geobacter* species are metabolically diverse and can grow with numerous electron donors and acceptors, including acetate or H$_2$, and Fe(III), fumarate, or malate, respectively (8, 23). They have been shown to be enriched when Fe(III) reduction is promoted (25), converting the soluble form to the insoluble form and effectively removing the uranium from the groundwater (51).
ization of the enzymatic reactions of the tricarboxylic acid (TCA) cycle and gluconeogenesis considered here; (iii) to compare and contrast different cell model approaches; (iv) to introduce a coupling approach between cell metabolic expressions and macroscopic reactive transport models; and (v) to assess the potential and the limits of macroscopic models that parameterize microscopic intracellular processes. Our cell model is validated against growth efficiencies obtained in chemostat experiments (12) and is compared to the flux balance (FB) model developed by Mahadevan et al. (26) who—based on an extensive genome analysis—used a constraint-based modeling approach to estimate steady-state intracellular fluxes and metabolite exchange with the environment. To assess the role of microbial dynamics in the environment, an acetate plume is studied in a heterogeneous porous medium, for which simulations with a full coupling between the environment and the cell model are contrasted with several simplified parameterizations, including commonly used Monod approximations.

**MATERIALS AND METHODS**

**Dynamic cell model.** The dynamic cell model was implemented in the kinetic cell model simulator Karyote (31), which divides metabolic reactions into those that occur at equilibrium (fast reactions) or at a finite rate (slow reactions). For example, a single-substrate isomerization reaction occurs by the fast formation of an enzyme-substrate complex ($S + E \rightarrow S\*E$) followed by a slow dissociation ($i\*S\*E \rightarrow P + E$), where $Q_i$ is the equilibrium constant for the fast reaction and $k_i$ and $kQ_i$ are the forward and backward rate constants for the slow reactions, respectively.

Under typical natural subsurface conditions, the oxidation of acetate in Geobacter—initially activated through the combined actions of acetate kinase (AK; EC 2.7.2.1) and phosphate acetyltransferase (10)—is coupled to the reduction of Fe(III) (24), which is believed to take place on the extracellular membrane (21). Thus, the kinetic cell model encompassed the uptake of acetate and its incorporation into biomass via gluconeogenesis or its complete oxidation in the TCA cycle (10, 14) (Fig. 1). Two compartments—one extracellular and the other intracellular—were considered. The extracellular compartment accounted for species concentrations that represented environmental conditions, while the intracellular one accounted for enzymatic reactions and resource allocation in cellular metabolism. Reactions were formulated using mass action kinetics:

$$\frac{dE_i}{dt} = \sum_{j=1}^{N_R} \left( -k_i \prod_{i=1}^{N_R} c_i^{n_i} + \frac{Q_i}{kQ_i} \prod_{i=1}^{N_R} c_i^{n_i} \right)$$

(1)

where $c_i$ is the concentration of species $i$, $Q_i$ is the equilibrium constant, $k_i$ is the backward rate constant for reaction $i$, $n_i$ denotes stoichiometric coefficients, and $N_R$ and $N_i$ are the number of products and number of reactants, respectively. Model parameters were derived from the literature and are given in Table A1. As the literature rarely contains enzymatic forward and reverse rate constants, model parameters were typically derived from enzyme turnover numbers, specific activities, and substrate affinities. Details of the procedures and sources for model parameterization are given in the Appendix.

**Sensitivity analysis.** The effect of the uncertainties in reaction rate parameters $k$ and $Q$ on the predicted growth efficiencies was quantified over a range of extracellular acetate concentrations by performing cell model simulations with perturbed parameter sets. Parameters $k$ and $Q$ were selected at random from a normal distribution centered at the literature-derived base value with a 5.7% standard deviation. Sensitivity coefficients, $J_{i,j}$ which constitute a measure of the response of the cellular efficiency to a change in parameter $j$, were determined via a multivariate linear regression using

$$g_{i,\text{base}} - g_{i,\text{random}} = \sum_{j=1}^{N_R} J_{i,j} (p_{\text{base}} - p_{\text{random}})$$

(2)

where $g_{i,\text{base}}$ is the growth efficiency, $i$ indicates the $i^{th}$ random realization, base denotes the baseline simulation, and $j$ identifies the parameter $p_{\text{random}}$ set here to the backward and forward rate constants ($k_i$ or $Q_i$) and equilibrium constants for fast reactions ($Q_{\text{fs}}$; see Appendix).

**Cellular energy dynamics.** Cellular energy dynamics were accounted for through reactions utilizing and producing AMP, ADP, and ATP. In addition to the energy used in the phosphorylation of acetate and pyruvate (Fig. 1, reactions 2 and 9), ATP is also produced through the reactions of the TCA cycle and consumed through cell growth and reactions required for cell maintenance according to the following equation:

$$\frac{dATP}{dt} = 0.5 - R_{TCA} - \delta_a - (a \cdot R_m + R_c) - \delta_p$$

(3)

where $R_{TCA}$ is the overall rate of the TCA cycle, in which every acetate that cycles through will ultimately produce 0.5 ATP molecules (26). $R_m$ is the growth rate, and $a$ converts the rate of growth into ATP usage and is set to 19 mol ATP mol acetate$^{-1}$. It was based on ATP usage in the growth reaction of Mahadevan et al. (26) and modified to exclude the growth reactions explicitly accounted for in the reaction network (Fig. 1). $R_c$ represents ATP consumption for cell maintenance, set to 0.45 mmol ATP per gram of dry weight (g DW)$^{-1}$ (26). $R_m$ and $\delta_p$ reflect the presence of ATP and ADP, respectively (1 if present, 0 otherwise). ATP, ADP, and AMP values were further constrained through a fast exchange of ATP + AMP = 2ADP that mimicked the balance between adenosine phosphates not modeled at the process level (29). Levels of other substances involved in intracellular energy regulation, such as NAD-NADH, NADP-NADPH, CO$_2$, and phosphates (P, PP), were assumed to be constant (Fig. 1).

**Acetate uptake.** Acetate uptake rates for the kinetic cell model were formulated using the four-state model for a facilitated diffusion carrier kinetics (2), in which the flux of acetate across the cell membrane, $J_{ac}$ (mol liter$^{-1}$ s$^{-1}$), is described by

$$J_{ac} = A \cdot h \cdot (C_{in} - C_{out}) / V$$

(4)

where $C_{in}$ and $C_{out}$ are the intracellular and extracellular concentrations (mol liter$^{-1}$) of acetate, respectively, $V$ is the cellular volume (liters). $A$ is the cell surface area (dm$^2$), and $h$ (dm s$^{-1}$) describes the transport of acetate across the cell membrane, as described by the following equation:

$$h = \frac{(K_s + C_{in} + C_{out})}{K_s} \alpha_c$$

(5)

where $K_s$ is a half-saturation constant (10 mM) (12), $Y$ is the maximum exchange of acetate (dm$^{-1}$), and the symmetry index $\alpha$ is set to 0 for symmetric cross-membrane transport of acetate. Cell area was calculated based on $G$. sulfurreducens cell size (37), assuming a cylindrical shape. Maximum acetate exchange ($Y = 1.20 \times 10^{-3}$ dm s$^{-1}$) was set to match the results from Geobacter chemostat experiments (12).

**Growth efficiency.** Growth efficiency was calculated from the acetate uptake flux and the flux of acetate through phosphoenolpyruvate (PEP) with the following equation: $g_{\text{pep}} = \alpha_{\text{pep}} J_{\text{PEP}}$, where $\alpha_{\text{pep}}$ is the molar concentration of PEP produced per unit of time and $\beta$ describes the grams of dry weight of biomass produced per mole of PEP created. $\beta$ was calculated from a growth efficiency of $4.4 \times 10^{-3}$ mmol acetate$^{-1}$ at a cell-specific growth rate, $\mu$, of 0.06 h$^{-1}$ and an acetate flux to gluconeogenesis ($Q_{\text{FS}}$) of 0.30 mmol acetate$^{-1}$ h$^{-1}$ (26). Taking into account the 2-3 to acetate-to-PEP carbon ratio, $\beta = 2 \mu Q_{\text{FS}} = 0.3 \text{ mmol mol acetate}^{-1}$.

**Flux balance model.** Cellular metabolic rates under a range of acetate uptake fluxes were calculated using the FB model of $G$. sulfurreducens metabolism by Mahadevan et al. (26), which estimated intracellular fluxes and metabolite exchange with the environment for a given acetate uptake. The metabolic fluxes (reaction rates $J$) were sought, where for a network described by a stoichiometric matrix $S$,

$$S \cdot f = 0$$

(6)

implying steady state. The fluxes were determined via optimizing a specific objective function, which is subjected to physiological constraints on the magnitude of the fluxes, as follows: lower bound $\leq f \leq$ upper bound. Maximization of biomass production rate was used as an objective function, which had been shown to lead to results in agreement with experimental data (26). The FB model was implemented in MATLAB, and growth efficiencies were calculated from the ratio of growth rate ($f_{\text{growth}}$) and acetate uptake rate ($f_{\text{acet}}$) as $g_{\text{ac}} = f_{\text{growth}} / f_{\text{acet}}$.

**Coupled environment-cell model.** Representations of Geobacter metabolism were coupled to simulations of a dynamic environment through incorporation into a reactive transport model. The two models were connected such that the reactive transport model was used to evaluate the transport of substrate and
biomass while the cell model provided the cell-specific reaction rates under the environmental conditions at a given time and location. These cell-specific rates were then used to compute the reaction rates in the macroscopic reactive transport model. For dissolved constituents, the governing equation is

$$\frac{dC}{dt} = \nabla \cdot (D^* \nabla C) - \nabla \cdot (\phi v C) + \phi \Sigma R$$

where \(\phi\) is porosity, \(t\) is time, \(C\) is concentration, \(v\) is pore water velocity, \(D^*\) is the dispersion tensor implemented with dependence on \(v\) as described by Schei-degger (36), and \(\Sigma R\) is the net reaction rate. Flow velocities were computed from an imposed pressure gradient using a Darcy model (40).

In our implementation, the cell model was driven by the availability of acetate as the substrate, whose spatiotemporal dynamics proceeded via

$$\frac{dC_{\text{BM}}}{dt} = T_{\text{ac}} - R_{\text{ac}}C_{\text{BM}} + R_{\text{ferm}}$$

where \(T_{\text{ac}}\) and \(T_{\text{BM}}\) denote the transport of acetate (\(C_{\text{ac}}\)) and biomass (\(C_{\text{BM}}\)), respectively, due to convection and dispersion, \(g_{\text{eff}}\) is the growth efficiency, \(R_{\text{ac}}\) is the rate of acetate uptake, and \(R_{\text{ferm}}\) is a source of acetate from the breakdown of high-molecular-weight organics. The model was solved numerically using sequential noniterative operator splitting. In each time step, \(\Delta t\), first the pressure and flow field were determined, which were then used to calculate the net transport for each of the chemical species. Subsequently, concentration changes due to reactions were evaluated by solving a set of coupled ordinary differential equations at each node. Reaction parameters that depend on the cell model (i.e., \(g_{\text{eff}}, R_{\text{ac}}\)) were computed for a given environmental condition and cell state, reflected by the intracellular concentrations, and were assumed constant over a time step. Cell death was considered through negative growth efficiencies, which were obtained when the ATP produced did not completely account for cell maintenance demands and

FIG. 1. Structure of the kinetic cell model and FB models. The kinetic model focuses on the fate of acetate in the metabolism of *Geobacter sulfurreducens* through incorporation into biomass from gluconeogenesis or energy production from the TCA cycle. All reactions are assumed to be intrinsically reversible, and the rates are computed using the parameter values listed (for data sources, see the Appendix). The FB model is described in a study by Mahadevan et al. (26) and encompasses some 500 reactions and species.
the existing pool of ATP was insufficient to meet the cellular energy requirements. In that case, the use of biomass resources was considered to meet ATP demands ($\mu \cdot R_g$; see equation 3).

## RESULTS AND DISCUSSION

### Model comparison and validation

Experimentally determined growth efficiencies under acetate-limiting conditions are on the order of $4 g_{\text{dw}} \text{mol} \text{acetate}^{-1}$ at uptake fluxes of $>10 \text{ mmol acetate} g_{\text{dw}}^{-1} \text{ h}^{-1}$, and they decrease to 0 at 0.91 mmol $g_{\text{dw}}^{-1} \text{ h}^{-1}$ (12). Under replete substrate conditions, growth efficiencies were similar in the FB model and the kinetic description, yielding results consistent with data at high acetate uptake rates (Fig. 2). The fluxes are consistent with those of $^{13}$C tracer experiments observed in the isotopic data of Tang et al. (43), which showed that the TCA cycle encompassed $\approx 90\%$ of the acetate uptake flux, with an additional $\approx 8\%$ of acetate flowing through the TCA cycle being used for amino acid and lipid production, and the remainder of the acetate uptake flux passed through the pentose-phosphate pathway and gluconeogenesis. Along with the FB model, the kinetic model predicted that for lower acetate uptake rates, acetate is channeled preferentially into the TCA cycle, leading to low growth efficiency. Both the kinetic and the FB models showed nearly identical responses of the TCA cycle to acetate uptake, with a nearly linear increase in the TCA cycle with increasing acetate uptake rates (not shown). Both models reproduced the general trend in growth efficiencies seen in the literature as a function of the acetate uptake rate (Fig. 2), reflecting that at elevated uptake rates, the portion of acetate following the growth reaction pathway increased relative to that for the TCA cycle.

In contrast to the FB approach, which does not contain information on intracellular concentrations or provide an explicit connection to extracellular substrate levels, the kinetic model mechanistically relates intracellular process rates to extracellular concentrations of acetate. Its results can therefore be parameterized as a function of acetate availability and provide an explicit link between intracellular processes and extracellular conditions. At low extracellular acetate concentrations ($\mu\text{M}$), acetate uptake responds strongly to changes in substrate availability (Fig. 2, inset). Assuming Michaelis-Menten kinetics, $R_{ac}^{\text{cell}} = \frac{v_{\text{max}} C_{ac}}{K_{ac}(acetate) + C_{ac}}$, and using steady-state cell model results, one obtained $v_{\text{max}} = (19.54 \pm 0.04) \text{ mmol}_{ac} g_{\text{dw}}^{-1} \text{ h}^{-1}$ and $K_{ac}(acetate) = (10.24 \pm 0.11) \times 10^{-6} \text{ mol liter}^{-1}$, consistent with half-saturation constants and maximum uptake rates derived from experimental data (12).

The kinetic model also provides estimates of intracellular metabolite concentrations, which can be used as diagnostics to experimentally assess its validity and limitations. Under steady-state conditions, the cell model predicted malate concentrations in the mM range, consistent with predictions of high malate concentrations based on the thermodynamics of the malate dehydrogenase reaction (5). Several other substances, including oxaloacetate, citrate, isocitrate, and succinate were predicted—depending on growth conditions—to be present in the micro- to millimolar range and to increase by a factor of 10 to 30 between no-growth and maximum-growth conditions. Succinyl coenzyme A (CoA) concentration was predicted to be relatively constant, while significant variations under changing growth conditions were computed for pyruvate and $\alpha$-ketoglutarate, with lower concentrations at higher growth rates.

### Model sensitivity

The sensitivity analysis based on $\approx 1,000$ realizations for a given extracellular acetate concentration, which was sufficient to establish the probability distribution of the model response, allowed the identification of the reactions affecting growth efficiency most strongly (Fig. 3). The extent to which a parameter affected growth efficiency varies with the acetate uptake rate. For example, at low acetate uptake rates, growth efficiency was most sensitive toward parameters describing the acetate-CoA transferase (ACT; EC 2.8.3.8) reaction. In general, however, growth efficiency, over the range of acetate uptake rates, was most sensitive to cell model param-
higher substrate affinity (lower $K_m$ largely (95%) be explained by the linear model (equation 2). Variations in forward and backward reaction rate constants canation in growth efficiency due to small—on the order of 5%—growth, resulted in an increase in growth efficiency. The vari-
erated with the reaction catalyzed by succinate dehydrogenase cycle. For the same reason, increasing the parameters associated with the reaction catalyzed by succinate dehydrogenase (SDH; EC 1.3.99.1) decreased growth efficiencies as more acetyl-CoA is shifted to the TCA cycle. For the same reason, increasing the parameters associated with the reaction catalyzed by succinate dehydrogenase (SDH; EC 1.3.99.1) resulted in a decrease in growth efficiency, and increasing parameters associated with pyruvate ferredoxin oxidoreductase (PFO; EC 1.2.7.1), a reaction involved in the reaction catalyzed by citrate synthase (CS; EC 2.3.3.1) decreased growth efficiencies (see the text for details).

**Environmental setting.** Reactive transport models often do not—or only in a simplistic manner—reflect microbial population dynamics (22). To assess the importance of dynamically resolving cellular metabolism, where the rates depend on both extracellular and intracellular concentrations, reactive transport simulations with the full kinetic cell model (model I) were compared with three parameterized versions. The first used a lookup table established from steady-state runs of the kinetic cell model so that cell-specific rates were expressed as a function of acetate uptake rates (equation 2). Increasing the forward rate constant $k_f$—corresponding to an increase in enzyme concentration ($E_T$), maximum enzyme activity ($v_{\text{max}}$), or higher substrate affinity (lower $K_m$)—involved in the reaction catalyzed by citrate synthase (CS; EC 1.2.7.1), a reaction involved in growth, resulted in an increase in growth efficiency. The variation in growth efficiency due to small—on the order of 5%—variations in forward and backward reaction rate constants can largely (>95%) be explained by the linear model (equation 2). Uncertainties in $E_T$, $v_{\text{max}}$, and $K_m$, however, tend to result in larger uncertainties in growth efficiencies due to error propagation, but the same reactions are found to have the most decisive impact (not shown).

**FIG. 3. Sensitivity, $s_j$, of growth efficiencies to perturbations in the cell model parameters as a function of acetate uptake rates (equation 2).** Labels AK, CS, ACT, SDH and PFO along the bottom of the figure denote the reactions promoted by the respective enzymes (see Fig. 1). $k_m$, $k_f$, and $Q$ values denote the model parameters. Large absolute values of $s_j$ indicate a strong impact of a model parameter on resulting growth efficiencies (see the text for details).
mass distributions were observed (Fig. 4B, D, and F). However, the fixed uptake and growth efficiency formulation (model III) predicted spatially various acetate concentrations, with lower levels in the low-permeability zone (Fig. 4E). This drawdown was caused by the slightly elevated biomass concentrations in that region (Fig. 4F), because this approximation contains no feedback between substrate level and the allocation of acetate to growth versus catabolism that would lower uptake rates at low substrate availability. Results from model II (Fig. 4A and C) closely matched those from model I (Fig. 4B and D), despite that at low acetate concentrations, the Monod approximation and cell model differed in their growth efficiency. This is because at low acetate levels, cell-specific acetate uptake rates are low. In addition, the Monod model does not take into account cell death, which, when included, became important for regulating biomass levels in the pristine setting at cell death rates on the order of 10% of the growth rate (not shown).

Steady high substrate input stimulated microbial growth, reflected in the elevated biomass levels in both high- and low-permeability regions (Fig. 4H, J, and L). A clear distinction was visible between the results obtained with the dynamic cell model and the Monod approximations compared to the fixed growth efficiency description. The latter predicted biomass levels ranging from 0.3 to 1.2 gdw m⁻³ in the low-permeability zone (Fig. 4L), while the kinetic models suggested a region of higher biomass in the low-permeability zone adjacent to the more-permeable one (Fig. 4H and J). In the models that represented the cell in more detail, the maximum growth efficiencies exceeded the constant average value in the “fixed” model, leading to a buildup of biomass and the depletion of acetate in the low-permeability zone. The Monod parameterized model suggested acetate levels that are similar to those for the cell model (Fig. 4G and I). The cell model predicted the depletion of biomass in those low-permeability regions that exhibited low acetate concentrations (Fig. 4H). This pattern was less pronounced in the Monod model, which, as a result of the missing feedback of substrate availability on growth efficiencies showed elevated biomass levels even where acetate levels approached zero (Fig. 4I and J).

**Conclusion.** The kinetic representation of *Geobacter sulfurreducens* central metabolism, encompassing its TCA cycle and the use of pyruvate in gluconeogenesis, successfully reproduces measured growth efficiencies, with iron as electron acceptor over a wide range of extracellular acetate concentrations. Despite its limited scope, it predicts process rates that are in good agreement with results from a comprehensive FB model (26), as it includes feedback between metabolite levels and transformation rates which can accurately regulate the response over a range of substrate conditions.

The two main differences between these two modeling approaches are the extents of the network considered and the fact that the kinetic description provides explicit estimates of intracellular metabolite concentrations. The more comprehensive description inherent in FB models—possible because they do not require extensive parameterization—is an advantage as, intrinsically, it extends the range of applicability well beyond the acetate-limited environmental settings discussed here.
However, the computation of metabolite levels in the kinetic approach allows for a mechanistic process description linking intracellular conditions to environmental conditions. In contrast, the FB approach requires a priori knowledge of uptake fluxes, which may restrict its use to settings at which they are constrained by experimental data.

While comparison of the fully coupled reactive transport model with the Monod type simulations shows that it is possible to approximate microbial distribution patterns without the explicit incorporation of cell models into reactive transport simulations, the parameterization has to reflect the response of intracellular processes. Process-level descriptions of microbial metabolism give rise to emerging properties, that are critical in the incorporation of microbial dynamics in reactive transport models. Hence, models aiming at describing in situ microbial functioning and at accounting for environmental feedbacks can benefit substantially from reflecting the growing knowledge on cellular metabolism, which in turn will bolster the predictive power necessary for their broad application.

**APPENDIX**

To derive estimates of rate and equilibrium constants required in the model, literature data were mined and converted into the format required for the cell model. Whenever available, enzyme turnover numbers were used, as they represent a measurement of $kQ_i$ (s$^{-1}$). However, this parameter was not often available, so $kQ_i$ values were derived from reported Geobacter enzymatic specific activities. Specific activity from pure enzyme extract was converted into a forward rate constant, $kQ_{i}$ (s$^{-1}$), by

$$kQ_{i} = S_{A_{\text{pure}}} \cdot MW$$  \hspace{1cm} (A1)

where $S_{A_{\text{pure}}}$ (mol$^{-1}$ g$_{\text{enzyme}}^{-1}$) is the specific activity measured from the pure enzyme extract and MW is the molecular weight of an enzyme subunit (g mol$^{-1}$). Specific activity measured from the crude enzyme fraction was converted into an in situ $v_{\text{max}}$ (mol liter$^{-1}$ s$^{-1}$) value, as described by Albe et al. (1) by using

$$v_{\text{max}} = S_{A_{\text{crude}}} \cdot f_{\text{prot}} \cdot g_{\text{bm}} / V_{\text{cell}}$$  \hspace{1cm} (A2)

where $S_{A_{\text{crude}}}$ (mol s$^{-1}$ g$_{\text{protein}}^{-1}$) is measured from the crude enzyme fraction, $f_{\text{prot}}$ is the fraction of cell biomass that is protein, determined to be 0.46 (20), $g_{\text{bm}}$ is grams of dry weight of biomass per cell, determined to be 40 fg, and $V_{\text{cell}}$ is the cell volume, determined to be $4.91 \times 10^{-16}$ liters, calculated based on G. sulfurreducens cell size (37) assuming a cylindrical shape. This $v_{\text{max}}$ value was converted to $kQ_{i}$ for implementation into Karyote (31) according to

$$kQ_{i} = v_{\text{max}} / E_{T}$$  \hspace{1cm} (A3)

where $E_{T}$ is the total enzyme concentration. The parameter, $kQ_{i}$, was converted into $k$ and $Q_{i}$ values for implementation of the slow reaction dynamics into the cell model. Values of $Q_{i}$ were calculated according to

$$Q_{i} = \frac{O_{T}}{IQ_{p}}$$  \hspace{1cm} (A4)

where $Q_{i}$ is the equilibrium constant for the overall net reaction based on thermodynamic data, obtained from a study by Goldberg et al. (15), and $Q_{p}$ is the equilibrium constant for the $i$th fast reaction in each mechanism. Equilibrium constants for the fast reactions—and slow reactions when no thermodynamic data were available to estimate $Q_{i}$—were determined from

$$Q_{i} = \prod C_{k}^{v_{ik}}$$  \hspace{1cm} (A5)

where $C_{k}$ represents the equilibrium concentration of species $k$ in reaction $i$ in the enzyme mechanisms below, and $v_{ik}$ is its stoichiometric coefficient (positive for products, negative for reactants).

Concentrations of enzyme substrate complexes used in equation A5 are not measured directly and were calculated according to each enzyme’s mechanism, which is separated into several fast components and one slow component (32):

- **isomerization reaction**

  

  $E + S \leftrightarrow ES \leftrightarrow E + P$

- **bi-bi ordered reaction**

  

  $E + S_{1} \leftrightarrow (ES)_{1}$

  

  $(ES)_{1} + S_{2} \leftrightarrow (ES)_{2} \leftrightarrow E + P_{1} + P_{2}$

- **ping-pong reaction**

  

  $E + S_{1} \leftrightarrow (ES)_{1} \leftrightarrow (ES)_{2} + P_{1}$

  

  $(ES)_{2} + S_{2} \leftrightarrow (ES)_{3} \leftrightarrow P_{2} + E$

- **tri-ping-pong reaction**

  

  $E + S_{1} \leftrightarrow (ES)_{1} \leftrightarrow (ES)_{2} + P_{1}$

  

  $(ES)_{2} + S_{2} \leftrightarrow (ES)_{3} \leftrightarrow P_{2} + (ES)_{4}$

  

  $(ES)_{4} + S_{3} \leftrightarrow (ES)_{5} \leftrightarrow P_{3} + E$.

The enzyme substrate concentrations in the slow reactions were calculated following Purich and Allison (32):

- **isomerization reaction**

  

  $ES = \frac{E_{T} \cdot [S]}{K_{m1} + [S]}$  \hspace{1cm} (A6)

- **ordered bi-bi reaction**

  

  $(ES)_{2} = \frac{E_{T} \cdot [S_{1}] \cdot [S]}{K_{m1} \cdot [S_{1}] + [S_{1}] \cdot K_{m2} + [S_{1}] \cdot [S]}$  \hspace{1cm} (A7)

- **ping-pong reaction**

  

  $(ES)_{4} = \frac{E_{T} \cdot [S_{1}] \cdot [S]}{K_{m2} \cdot [S_{1}] + [S] \cdot K_{m1} + [S] \cdot [S]}$  \hspace{1cm} (A8)
Table A1. Values used for the parameterization of the reaction network\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Enzyme\textsuperscript{a}</th>
<th>Enzyme total (M)</th>
<th>Sp act\textsuperscript{b}</th>
<th>Km value (M)\textsuperscript{c}</th>
<th>Q\textsubscript{e}\textsuperscript{d}</th>
<th>Reaction index\textsuperscript{e} and Q value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACO</td>
<td>$1 \times 10^{-6}$ (41)</td>
<td>240 (18)</td>
<td>$K_{m_{\text{citrate}}} = 1 \times 10^{-2}$ (9)</td>
<td>$6.80 \times 10^{-2}$</td>
<td>15f, 1.00e2 M$^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$1 \times 10^{-6}$ (41)</td>
<td>900 (18)</td>
<td>$K_{m_{\text{acacetate}}} = 5 \times 10^{-4}$ (19)</td>
<td>N/A*</td>
<td>6s, 6.80e–2 M$^{-1}$</td>
</tr>
<tr>
<td>ACT</td>
<td>$1 \times 10^{-5}$ (1)</td>
<td>22.8 (13)</td>
<td>$K_{m_{\text{ATP}}} = 7 \times 10^{-5}$ (17)</td>
<td>$8.70 \times 10^{-3}$</td>
<td>21f, 6.67e3 M$^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$1 \times 10^{-6}$ (41)</td>
<td>8.3 (7)</td>
<td>$K_{m_{\text{acacetate}}} = 4.3 \times 10^{-6}$ (7)</td>
<td>N/A*</td>
<td>22f, 1.96e–3 M$^{-1}$</td>
</tr>
<tr>
<td>AK</td>
<td>$1 \times 10^{-6}$ (41)</td>
<td>320.9 (13)</td>
<td>$K_{m_{\text{fumarate}}} = 2.3 \times 10^{-2}$ (18)</td>
<td>4.43</td>
<td>23f, 2.00e3 M$^{-1}$</td>
</tr>
<tr>
<td>CS</td>
<td>$1 \times 10^{-6}$ (41)</td>
<td>320.9 (13)</td>
<td>$K_{m_{\text{fumarate}}} = 2.3 \times 10^{-2}$ (18)</td>
<td>4.43</td>
<td>24f, 7.69 M$^{-2}$</td>
</tr>
<tr>
<td>FUM</td>
<td>$1 \times 10^{-6}$ (41)</td>
<td>320.9 (13)</td>
<td>$K_{m_{\text{fumarate}}} = 2.3 \times 10^{-2}$ (18)</td>
<td>4.43</td>
<td>25f, 7.92e–8 M$^{-2}$</td>
</tr>
<tr>
<td>IDH</td>
<td>$1 \times 10^{-6}$ (41)</td>
<td>40.8 (13)</td>
<td>$K_{m_{\text{succ-coa}}} = 8 \times 10^{-4}$ (19)</td>
<td>$9.3 \times 10^{-1}$</td>
<td>26f, 1.43e4 M$^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$1 \times 10^{-6}$ (41)</td>
<td>471.5 (13)</td>
<td>$K_{m_{\text{malate}}} = 5 \times 10^{-4}$ (19)</td>
<td>$1.2 \times 10^{-5}$</td>
<td>27f, 1.51e4 M$^{-1}$</td>
</tr>
<tr>
<td>MDH</td>
<td>$1 \times 10^{-6}$ (41)</td>
<td>52.2 (13)</td>
<td>$K_{m_{\text{mg}}} = 2 \times 10^{-3}$ (19)</td>
<td>N/A*</td>
<td>28f, 5.00e2 M$^{-1}$</td>
</tr>
<tr>
<td>AKS</td>
<td>$1 \times 10^{-6}$ (41)</td>
<td>120 (19)</td>
<td>$K_{m_{\text{acetyl-CoA}}} = 7 \times 10^{-2}$ (19)</td>
<td>N/A*</td>
<td>29f, 6.35e–4 M$^{-1}$</td>
</tr>
<tr>
<td>PFO</td>
<td>$1 \times 10^{-6}$ (41)</td>
<td>5950 (51)</td>
<td>$K_{m_{\text{TPP}}} = 2 \times 10^{-4}$ (51)</td>
<td>$1.45 \times 10^{-3}$</td>
<td>30f, 2.50e4 M$^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$1 \times 10^{-6}$ (41)</td>
<td>480.13</td>
<td>$K_{m_{\text{acetyl-CoA}}} = 3.71e5 M^{-1}$</td>
<td>31f, 8.78e–3 M$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>PPD</td>
<td>$1 \times 10^{-6}$ (41)</td>
<td>5950 (51)</td>
<td>$K_{m_{\text{TPP}}} = 2 \times 10^{-4}$ (51)</td>
<td>$1.47 \times 10^{2}$</td>
<td>32f, 5.16e–4 M$^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$1 \times 10^{-6}$ (41)</td>
<td>3900 (51)</td>
<td>$K_{m_{\text{acetyl-CoA}}} = 3.71e5 M^{-1}$</td>
<td>33f, 8.33e–4 M$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>PTA</td>
<td>$1 \times 10^{-6}$ (1)</td>
<td>7f, 8.33e2 M$^{-1}$</td>
<td>$K_{m_{\text{acetyl-CoA}}} = 3.71e5 M^{-1}$</td>
<td>34f, 3.76e4 M$^{-1}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$1 \times 10^{-6}$ (1)</td>
<td>7f, 8.33e2 M$^{-1}$</td>
<td>$K_{m_{\text{acetyl-CoA}}} = 3.71e5 M^{-1}$</td>
<td>35f, 1.43e4 M$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>SDH</td>
<td>$1 \times 10^{-5}$ (1)</td>
<td>10.2 (13)</td>
<td>$K_{m_{\text{fumarate}}} = 5 \times 10^{-4}$ (19)</td>
<td>N/A*</td>
<td>36f, 5.00e3 M$^{-1}$</td>
</tr>
</tbody>
</table>

\textsuperscript{a} Aconitase (ACO; EC 4.2.1.3), fumarase (FUM; EC 4.2.1.2), and SDH (EC 1.3.99.1) employed an isomerization mechanism; acetate kinase (AK; EC 2.7.2.1), citrate synthase (CS; EC 2.3.3.1), isocitrate dehydrogenase (IDH; EC 1.1.1.42), malate dehydrogenase (MDH; EC 1.1.1.37), and phosphate acetyl transferase (PTA; EC 2.3.1.8) employed an ordered bi-bi mechanism; ACT (EC 2.8.3.8), α-ketoglutarate synthase (AKS; EC 1.2.7.3), and PFO (EC 1.2.7.1) employed a ping-pong mechanism; and pyruvate phosphate dikinase (PPD; EC 2.7.9.1) employed a tri-ping-pong mechanism.

\textsuperscript{b} Specific activities for ACO, ACT, AK, FUM, IDH, MDH, AKS, PFO, PTA, and SDH were measured from the crude enzyme fraction, and that for PPD was measured from the pure enzyme fraction (nmol min$^{-1}$ mg protein$^{-1}$). Specific activity for CS was derived from enzyme turnover numbers, $k_{\text{cat}}$ (s$^{-1}$).

\textsuperscript{c} $Q_{e}$ denotes the equilibrium constant for the overall net reaction based on thermodynamic data, obtained from reference 15. N/A* indicates that the equilibrium constant for the slow reaction is derived from typical species concentrations.

\textsuperscript{d} $Q_{e}$ values were then calculated according to equations A10 to A16, as follows:

**for enzymes that employ an ordered bi-bi mechanism,**

\[ [(ES)]_{1} = \frac{K_{m_{2}} \cdot [(ES)]_{2}}{[S_{2}]} \]  

**for enzymes that employ a ping-pong mechanism,**

\[ [(ES)]_{1} = \frac{K_{m_{2}} \cdot [(ES)]_{2}}{[S_{2}]} \]  

where $[S_{1}]$, $[S_{2}]$, and $[S_{3}]$ are the typical cell concentrations of the first, second, and third substrates to bind with the enzyme, respectively, and $K_{m_{1}}$, $K_{m_{2}}$, and $K_{m_{3}}$ are the half-saturation constants for substrates 1, 2, and 3, respectively. The enzyme substrate complexes involved in the fast reactions were then calculated according to equations A10 to A16, as follows:
\[(ES)_1 = \frac{[E]_1 - ([ES]_3) - ([ES]_5)}{[S]_1 + Km_1} \]  
(A12)

for a tri- ping-pong mechanism,

\[(ES)_2 = \frac{([ES]_3) \cdot Km_{pl}}{[S]_2 + Km_{pl}} \]  
(A13)

\[(ES)_3 = \frac{Km_2 \cdot ([ES]_5)}{[S]_3} \]  
(A14)

\[([ES]_5) = \frac{[E]_1 - ([ES]_3) - ([ES]_5)}{1 + \frac{Km_3 \cdot ([P]_1 - Km_1)}{[S]_2 \cdot Km_{pl}} + \frac{Km_2 \cdot Km_{pl} \cdot [S]_2 \cdot Km_{pl} \cdot [S]_3}{[S]_3}} \]  
(A15)

\[(ES)_6 = \frac{Km_1 \cdot ([ES]_3)}{[S]_1} \]  
(A16)

where ES represents the enzyme substrate complexes, Km1 the half-saturation constant of the ith substrate, Km_{pl} the half-saturation constant for the jth product released, S_i the jth substrate in the enzymatic reaction, and P_j the jth product released. As the determination of Q values is subject to considerable uncertainties and does not take into account chemical speciation in the highly complex intracellular fluid, all values were adjusted by a factor of 100, which led to TCA cycle rates consistent with observations.

The values used for the parameterization of the reaction network are shown in Table A1.
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